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ABSTRACT

Through multi-agent competition, the simple objective of hide-and-seek, and stan-
dard reinforcement learning algorithms at scale, we find that agents create a self-
supervised autocurriculum inducing multiple distinct rounds of emergent strategy,
many of which require sophisticated tool use and coordination. We find clear evi-
dence of six emergent phases in agent strategy in our environment, each of which
creates a new pressure for the opposing team to adapt; for instance, agents learn
to build multi-object shelters using moveable boxes which in turn leads to agents
discovering that they can overcome obstacles using ramps. We further provide ev-
idence that multi-agent competition may scale better with increasing environment
complexity and leads to behavior that centers around far more human-relevant
skills than other self-supervised reinforcement learning methods such as intrinsic
motivation. Finally, we propose transfer and fine-tuning as a way to quantitatively
evaluate targeted capabilities, and we compare hide-and-seek agents to both in-
trinsic motivation and random initialization baselines in a suite of domain-specific
intelligence tests.

1 INTRODUCTION

Creating intelligent artificial agents that can solve a wide variety of complex human-relevant tasks
has been a long-standing challenge in the artificial intelligence community. Of particular relevance
to humans will be agents that can sense and interact with objects in a physical world. One approach
to creating these agents is to explicitly specify desired tasks and train a reinforcement learning
(RL) agent to solve them. On this front, there has been much recent progress in solving physically
grounded tasks, e.g. dexterous in-hand manipulation (Rajeswaran et al., 2017; Andrychowicz et al.,
2018) or locomotion of complex bodies (Schulman et al., 2015; Heess et al., 2017). However,
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Figure 1: Emergent Skill Progression From Multi-Agent Autocurricula. Through the reward signal

of hide-and-seek (shown on the y-axis), agents go through 6 distinct stages of emergence. (a) Seekers
(red) learn to chase hiders, and hiders learn to crudely run away. (b) Hiders (blue) learn basic tool
use, using boxes and sometimes existing walls to construct forts. (c) Seekers learn to use ramps to
jump into the hiders' shelter. (d) Hiders quickly learn to move ramps to the edge of the play area, far
from where they will build their fort, and lock them in place. (e) Seekers learn that they can jump
from locked ramps to unlocked boxes and tiserf the box to the hiders' shelter, which is possible
because the environment allows agents to move together with the box regardless of whether they are
on the ground or not. (f) Hiders learn to lock all the unused boxes before constructing their fort.
Please seepenai.com/blog/emergent-tool-use for example videos.

specifying reward functions or collecting demonstrations in order to supervise these tasks can be
time consuming and costly. Furthermore, the learned skills in these single-agent RL settings are
inherently bounded by the task description; once the agent has learned to solve the task, there is
little room to improve.

Due to the high likelihood that direct supervision will not scale to unboundedly complex tasks, many
have worked on unsupervised exploration and skill acquisition methods such as intrinsic motivation.
However, current undirected exploration methods scale poorly with environment complexity and
are drastically different from the way organisms evolve on Earth. The vast amount of complexity
and diversity on Earth evolved due to co-evolution and competition between organisms, directed by
natural selection (Dawkins & Krebs, 1979). When a new successful strategy or mutation emerges,
it changes the implicit task distribution neighboring agents need to solve and creates a new pressure
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